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1
SYSTEMS AND METHODS FOR PROVIDING
HAPTIC FEEDBACK VIA A CASE

FIELD OF THE INVENTION

The present disclosure relates to the field of user interface
devices. More specifically, the present disclosure relates to
providing haptic feedback via a case.

BACKGROUND

Virtual reality headsets and other virtual-reality based
devices have grown in popularity. As dedicated virtual-
reality devices increase in complexity and cost, consumers
are looking for ways to obtain the virtual-reality experience
through other, cheaper means. To fulfill this need, manufac-
turers have begun designing headset structures that are
simply a frame to which users can attach their existing
electronic devices, such as mobile phones, to provide the
hardware to enable a virtual reality experience. Examples of
such headset structures include, for example, Samsung Gear
VR™, Zeiss VR One™, and Google Cardboard™, which
each includes a frame into which a user can insert a mobile
phone for use as a display and to provide other necessary
hardware. It may be desirable to improve these headset
structures through the use of haptic feedback. It can also be
desirable to haptically-enable other kinds of cases for elec-
tronic devices.

SUMMARY

Embodiments of the present disclosure are related to
providing haptic feedback via a case. In one embodiment, a
system of the present disclosure may comprise a case
configured to mechanically couple with a mobile device and
position the mobile device such that the mobile device
serves as a display for the case. The system may also
comprise a processor coupled to the case and configured to
generate a haptic signal based at least in part on a charac-
teristic of the case. The system may also comprise a haptic
output device in communication with the processor and
configured to receive the haptic signal and output a haptic
effect in response to the haptic signal.

In another embodiment, a mobile device of the present
disclosure may comprise a housing, a display coupled to the
housing, a memory, and a processor. The processor may be
in communication with the memory and the display and
disposed within the housing. The processor may be config-
ured to receive a sensor signal from a sensor, and determine
a characteristic of a case based on the sensor signal. The
processor may also be configured to determine a haptic
effect based on the characteristic of the case, and cause the
haptic effect to be output by a haptic output device.

In another embodiment, a method of the present disclo-
sure may comprise receiving a sensor signal from a sensor.
The method may also comprise determining a characteristic
of'a case based on the sensor signal. The method may further
comprise determining a haptic effect based on the charac-
teristic of the case. The method may still further comprise
causing the haptic effect to be output by a haptic output
device. Yet another embodiment comprises a computer-
readable medium for implementing such a method.

These illustrative embodiments are mentioned not to limit
or define the limits of the present subject matter, but to
provide examples to aid understanding thereof. Illustrative
embodiments are discussed in the Detailed Description, and
further description is provided there. Advantages offered by
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2

various embodiments may be further understood by exam-
ining this specification and/or by practicing one or more
embodiments of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

A full and enabling disclosure is set forth more particu-
larly in the remainder of the specification. The specification
makes reference to the following appended figures.

FIG. 1 is a block diagram showing a system for providing
haptic feedback via a case according to one embodiment;

FIG. 2A shows a back perspective view of an embodiment
of a case for providing haptic feedback;

FIG. 2B shows a front perspective view of the embodi-
ment shown in FIG. 2A;

FIG. 3 is a flow chart of steps for providing haptic
feedback via a case according to an embodiment;

FIG. 4 is a flow chart of steps for providing haptic
feedback via a case according to another embodiment;

FIG. 5 a top perspective view of an embodiment of a case
for providing haptic feedback according to another embodi-
ment;

FIG. 6 is a flow chart of steps for providing haptic
feedback via a case according to another embodiment; and

FIG. 7 shows another embodiment of a case for providing
haptic feedback.

DETAILED DESCRIPTION

Reference will now be made in detail to various and
alternative illustrative embodiments and to the accompany-
ing drawings. Each example is provided by way of expla-
nation and not as a limitation. It will be apparent to those
skilled in the art that modifications and variations can be
made. For instance, features illustrated or described as part
of one embodiment may be used in another embodiment to
yield a still further embodiment. Thus, it is intended that this
disclosure include modifications and variations as come
within the scope of the appended claims and their equiva-
lents.

Tustrative Examples of Providing Haptic Feedback
Via a Case

One illustrative embodiment of the present disclosure
comprises a case that is separate from and configured to
mechanically couple with an exterior (e.g., an outer housing
of) an electronic device. In this embodiment, the case is a
headset configured to be used in conjunction with a mobile
device, such as a mobile phone, to provide a virtual expe-
rience (e.g., a virtual reality experience and/or an augmented
reality experience) to a user. For example, the headset itself
may not include a display. Rather, the headset may be
configured to receive (e.g., removably couple with) the
mobile device and position a display of the mobile device in
front of a user’s face to, e.g., provide visual and/or audio
components of the virtual experience to the user.

In the illustrative embodiment, the case is configured to
provide haptic feedback to the user to, e.g., enhance the
virtual experience. The case comprises at least one haptic
output device configured to output a haptic effect (e.g., to the
user’s head) in response to events occurring on the mobile
device.

For example, the user may couple the mobile device to the
headset, position the headset on the user’s head, and initiate
avideo game (e.g., a virtual-reality video game). As the user
plays the video game, the mobile device may detect one or
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more video game events, such as gun shots, explosions,
punches, etc. In response to the video game events, the
mobile device may transmit a signal (e.g., via a wired or
wireless interface) to the headset. In the illustrative embodi-
ment, the headset is configured to receive the signal and
responsively cause the haptic output device to output a
haptic effect. The haptic effect may be configured to simulate
the video game event. For example, if the video game event
comprises a user’s virtual character being shot in the head,
the headset may output a haptic effect configured to simulate
a gunshot to the head, such as a strong vibration.

As another example, the user may use the headset and
mobile device to watch a video. In some embodiments, the
video comprises a 360-degree video recorded using an
omnidirectional camera or a plurality of cameras. The user
may be able to control the viewing angle or direction of the
video, for example, by turning, tilting, or otherwise manipu-
lating the user’s head during playback of the video. As the
video plays on the mobile device, one or more video events
(e.g., thunderbolts, cars driving by, rocks falling from a cliff,
etc.) may occur. In response to a video event, the mobile
device may transmit a signal to the headset configured to
cause the headset to output a haptic effect. For example, if
the video event comprises a car slowly driving by, the
headset may output a haptic effect configured to simulate the
rumbling of a car engine, such as a low-frequency vibration.

As still another example, the user may couple the mobile
device to the headset, position the headset on the user’s
head, and initiate an augmented-reality application. The
augmented-reality application may cause a camera of the
mobile device to capture images and display the images to
the user, e.g., in real time. The user may perceive the camera
images as if the user is looking through the mobile device.
The augmented-reality application may also overlay one or
more virtual objects overtop of the captured images. For
example, as the user moves around a room, the mobile
device may capture images of the room and display the
images to the user with virtual furniture, a virtual avatar,
and/or information overlaying the captured images. The
mobile device may detect an interaction with a virtual object
and, in response, output a haptic effect and/or transmit a
signal to the headset configured to cause the headset to
output a haptic effect. For example, the user may be able to
reach out and touch a location in real space associated with
a virtual object to interact with the virtual object. The mobile
device may detect such a user interaction (e.g., via a sensor,
such as the camera or a depth sensor) and, e.g., cause the
headset to output a haptic effect associated with the user
interaction. Additionally or alternatively, the mobile device
may cause the headset to output a haptic effect in response
to other events, such as a virtual object (e.g., a virtual avatar)
virtually contacting a body part of the user (e.g., the user’s
head).

Another illustrative embodiment of the present disclosure
comprises a mobile device configured for use with a case,
such as the headset described above. In the illustrative
embodiment, the mobile device comprises a sensor config-
ured to detect a proximity of the mobile device to the case.
For example, the mobile device may comprise a radio
frequency identification (RFID) reader configured to detect
a RFID tag coupled to the case when the mobile device is in
close proximity to (e.g., coupled to) the case. The mobile
device can determine, based on sensor signals from the
sensor, whether or not the mobile device is coupled to the
case.

In the illustrative embodiment, the mobile device is
configured to determine one or more characteristics of a
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4

haptic effect based on whether or not the mobile device is
coupled to the case. The characteristic(s) may comprise a
type, magnitude, frequency, and/or duration of the haptic
effect; a particular haptic-output device to use to output the
haptic effect; and/or another characteristic.

For example, the mobile device may execute a video
game. In response to detecting that the mobile device is not
coupled to the case, the mobile device may itself output
haptic effects associated with video game events via one or
more on-board haptic output devices. In response to detect-
ing that the mobile device is coupled to the case, the mobile
device may (additionally or alternatively to outputting haptic
effects itself) transmit signals to the case to cause the case to
output haptic effects associated with video game events.
Thus, the mobile device can control which haptic output
device, or combination of haptic output devices, are used to
output haptic effects based on whether or not the mobile
device is coupled to the case.

The description of the illustrative embodiment above is
provided merely as an example. Various other embodiments
of the present invention are described herein and variations
of such embodiments would be understood by one of skill in
the art. Advantages offered by various embodiments may be
further understood by examining this specification and/or by
practicing one or more embodiments of the claimed subject
matter.

Tustrative Systems for Providing Haptic Feedback
Via a Case

FIG. 1 is a block diagram showing a system 100 for
providing haptic feedback via a case 132 according to one
embodiment. The system 100 includes a computing device
101. The computing device 101 comprises a mobile device,
such as a mobile phone (e.g., smart phone), tablet, e-reader,
or a portable gaming device. The computing device 101 may
or may not comprise all of the components depicted in FIG.
1. For example, in some embodiments, the computing
device 101 may not comprise the sensor 130.

The computing device 101 comprises a processor 102
interfaced with other hardware via bus 106. A memory 104,
which can comprise any suitable tangible (and non-transi-
tory) computer-readable medium such as RAM, ROM,
EEPROM, or the like, may embody program components
that configure operation of the computing device 101. In
some embodiments, the computing device 101 may further
comprise one or more network interface devices 110, input/
output (I/0) interface components 112, and additional stor-
age 114.

Network interface device 110 can represent one or more
of any components that facilitate a network connection or
otherwise facilitate communication between electronic
devices. Examples include, but are not limited to, wired
interfaces such as Ethernet, USB, IEEE 1394, and/or wire-
less interfaces such as IEEE 802.11, Bluetooth, near-field
communication (NFC) interfaces, RFID interfaces, or radio
interfaces for accessing cellular telephone networks (e.g.,
transceiver/antenna for accessing a CDMA, GSM, UMTS,
or other mobile communications network).

1/0 components 112 may be used to facilitate connection
to devices such as one or more displays 150, touch sensitive
surfaces 116, keyboards, mice, speakers 152, microphones,
buttons, and/or other hardware used to input data or output
data. Storage 114 represents nonvolatile storage such as
read-only memory, flash memory, ferroelectric RAM



US 10,095,311 B2

5

(F-RAM), magnetic, optical, or other storage media
included in the computing device 101 or coupled to proces-
sor 102.

The computing device 101 may comprise a touch sensi-
tive surface 116. In some embodiments, the touch sensitive
surface 116 is flexible or deformable. Touch sensitive sur-
face 116 represents any surface that is configured to sense
tactile input of a user. One or more touch sensors 108 are
configured to detect a touch in a touch area (e.g., when an
object contacts a touch sensitive surface 116) and transmit
signals associated with the touch to processor 102. Any
suitable number, type, or arrangement of touch sensors 108
can be used. For example, in some embodiments, resistive
and/or capacitive sensors may be embedded in touch sensi-
tive surface 116 and used to determine the location of a
touch and other information, such as pressure, speed, direc-
tion, and/or the proximity of a user’s finger to the touch
sensitive surface 116.

In some embodiments, the computing device 101 com-
prises a touch-enabled display that combines a touch sensi-
tive surface 116 and a display 150 of the computing device
101. The touch sensitive surface 116 may correspond to the
display exterior or one or more layers of material above
components of the display 150. In other embodiments, touch
sensitive surface 116 may not comprise (or otherwise cor-
respond to) a display 150, depending on the particular
configuration of the computing device 101.

In some embodiments, the computing device 101 com-
prises one or more sensor(s) 130. The sensor(s) 130 are
configured to transmit sensor signals to the processor 102.
The sensor(s) 130 may comprise, for example, a camera,
microphone, accelerometer, humidity sensor, ambient light
sensor, gyroscope, GPS unit, range sensor, depth sensor,
biosensor, a strain gauge, and/or temperature sensor.

In some embodiments, the computing device 101 com-
prises a haptic output device 118 in communication with the
processor 102. The haptic output device 118 is configured to
output a haptic effect in response to a haptic signal. The
haptic output device 118 may overlay a surface of the
computing device 101, be disposed within the computing
device 101, be a portion of a housing of the computing
device 101, or any combination of these. In some embodi-
ments, the computing device 101 comprises multiple haptic
output devices 118 of the same or different type for produc-
ing haptic effects. The computing device 101 may actuate
any combination of the haptic output devices 118 in
sequence and/or in concert to generate one or more haptic
effects.

In some embodiments, the haptic output device 118 is
configured to output a haptic effect comprising a vibration.
The haptic output device 118 may comprise, for example,
one or more of a piezoelectric actuator, an electric motor, an
electro-magnetic actuator, a voice coil, a shape memory
alloy, an electro-active polymer, a solenoid, an eccentric
rotating mass motor (ERM), and/or a linear resonant actua-
tor (LRA).

In some embodiments, the haptic output device 118 is
configured to output a haptic effect modulating the perceived
coeflicient of friction of a surface associated with the haptic
output device 118. In one embodiment, the haptic output
device 118 comprises an ultrasonic actuator. An ultrasonic
actuator may vibrate at an ultrasonic frequency, for example
20 kHz, increasing or reducing the perceived coefficient of
an associated surface. In some embodiments, the ultrasonic
actuator may comprise a piezo-clectric material.

In some embodiments, the haptic output device 118 uses
electrostatic attraction, for example by use of an electrostatic

20

25

30

35

40

45

50

55

60

65

6

actuator, to output a haptic effect. The haptic effect may
comprise a simulated texture, a simulated vibration, a strok-
ing sensation, or a perceived change in a coefficient of
friction on a surface associated with computing device 101.
For example, the haptic output device 118 may comprise a
conductive material. A high voltage can be applied to the
conductive material to generate a capacitive coupling
between the conductive material and an object (e.g., a user’s
finger or other body part, or a stylus) near or touching the
haptic output device 118. Varying the levels of attraction
between the object and the conductive material can vary the
haptic effect perceived by a user.

In some embodiments, the haptic output device 118
comprises a deformation device configured to output a
deformation haptic effect. The deformation haptic effect may
comprise bending, folding, rolling, twisting, squeezing, flex-
ing, changing the shape of, or otherwise deforming a surface
associated with the computing device 101. For example, the
deformation haptic effect may apply a force to a surface of
the computing device 101, causing the surface (and/or the
entire computing device 101) to bend, fold, roll, twist,
squeeze, flex, change shape, and/or otherwise deform.

In some embodiments, the haptic output device 118
comprises fluid or gel configured for outputting a deforma-
tion haptic effect. For example, the haptic output device 118
may comprise a smart gel. The computing device 101 can
apply a stimulus, such as an electric field, a magnetic field,
a current, a voltage, and/or heat to the smart gel to cause the
smart gel to deform in shape. This deformation in shape may
cause a surface associated with the computing device 101 to
deform (e.g., if the smart gel presses against the surface). As
another example, the haptic output device 118 may comprise
a rheological fluid, such as a magneto-rheological or electro-
rheological fluid. A rheological fluid comprises metal par-
ticles (e.g., iron particles) suspended in a fluid (e.g., oil or
water). To actuate the haptic output device 118, the com-
puting device 101 may apply an electric or magnetic field to
the rheological fluid. The electric or magnetic field may
cause the order of the molecules in the fluid to realign,
changing the overall damping and/or viscosity of the fluid.
This may cause a surface of the computing device 101 to
deform.

In some embodiments, the haptic output device 118
comprises a mechanical deformation device. For example,
the haptic output device 118 may comprise an actuator
coupled to an arm that rotates a deformation component. The
deformation component may comprise, for example, an
oval, starburst, or corrugated shape. The deformation com-
ponent may be configured to move a surface associated with
the haptic output device 118 at some rotation angles but not
others. The actuator may comprise a piezo-electric actuator,
rotating/linear actuator, solenoid, an electroactive polymer
actuator, macro fiber composite (MFC) actuator, shape
memory alloy (SMA) actuator, and/or other actuator. As the
actuator rotates the deformation component, the deformation
component may move the surface, causing it to deform. In
such an embodiment, the deformation component may begin
in a position in which the surface is flat. In response to
receiving a signal from processor 102, the actuator may
rotate the deformation component. Rotating the deformation
component may cause one or more portions of the surface to
raise or lower. The deformation component may, in some
embodiments, remain in this rotated state until the processor
102 signals the actuator to rotate the deformation component
back to its original position.

Further, other techniques or methods can be used to
deform a surface associated with the computing device 101.
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For example, the haptic output device 118 may comprise a
flexible surface layer configured to deform its surface or
vary its texture based upon contact from a surface recon-
figurable haptic substrate (including, but not limited to, e.g.,
fibers, nanotubes, electroactive polymers, piezoelectric ele-
ments, or shape memory alloys). In some embodiments, the
haptic output device 118 is deformed, for example, with a
deforming mechanism (e.g., a motor coupled to wires), local
deformation of materials, resonant mechanical elements,
piezoelectric materials, micro-electromechanical systems
(“MEMS”) elements, or variable porosity membranes.

In some embodiments, the haptic output device 118 is
configured to additionally or alternatively output other types
of haptic effects. For example, the haptic output device 118
may be configured to output a haptic effect comprising a
change in temperature by, e.g., heating or cooling a surface
of'the computing device 101. As another example, the haptic
output device 118 may be configured to output an electro-
tactile haptic effect, such as a stinging sensation. The haptic
output device 118 may output the electro-tactile haptic effect
by, e.g., stimulating a user’s body part with electrical current
and/or voltage.

Turning to memory 104, illustrative program components
124, 126, and 128 are depicted to illustrate how a device can
be configured in some embodiments to provide haptic feed-
back via a case 132.

The detection module 124 represents a program compo-
nent that causes the processor 102 to monitor sensor signals
from the network interface device 110 and/or the sensor 130
and determine, based on the sensor signals, whether or not
the computing device 101 is coupled to the case 132. For
example, the detection module 124 may receive, via network
interface device 110, a sensor signal associated with a
wireless communication from the case 132. If the amplitude
of the sensor signal exceeds a threshold, it may indicate that
the computing device 101 is in very close proximity to, or
coupled to, the case 132. Thus, the detection module 124
may determine an amplitude of the sensor signal and, in
response to the amplitude exceeding a threshold, determine
that the computing device 101 is coupled to the case 132.

Haptic effect determination module 126 represents a
program component that analyzes data to select a haptic
effect to generate. Particularly, haptic effect determination
module 126 may comprise code that determines a haptic
effect to output to the user. Further, haptic effect determi-
nation module 126 may comprise code that selects one or
more haptic effects to provide, and/or one or more haptic
output devices 118, 140 to actuate, in order to generate the
haptic effect.

Haptic effect generation module 128 represents program-
ming that causes processor 102 to generate and transmit a
signal to a haptic output device 118, 140 to generate the
selected haptic effect. For example, the haptic effect gen-
eration module 128 may access stored waveforms or com-
mands to send to haptic output device 118 and/or haptic
output device 140. As another example, haptic effect gen-
eration module 128 may comprise algorithms to determine
the signal. In some embodiments, the haptic effect genera-
tion module 128 comprises algorithms to determine target
coordinates for the haptic effect. These target coordinates
may comprise, for example, a location on a user’s body in
which to output the haptic effect (e.g., a vibration).

The system 100 also comprises the case 132. The case 132
may comprise a headset (e.g., as shown in FIGS. 2A-B),
goggles, glasses, and/or another a wearable device (e.g., a
ring, headband, armband, wristband, strap, watch, piece of
clothing, etc.). The case 132 is configured to mechanically
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(e.g., physically) couple the computing device 101 to the
user’s body (e.g., the user’s leg, arm, shoulder, back, chest,
and/or foot). For example, the case 132 is configured to
couple with an outer housing of the computing device 101
and the user’s body, thereby coupling the computing device
101 to the user’s body.

The case 132 may be in wired or wireless communication
with the computing device 101. As shown in FIG. 1, the case
132 may comprise a processor 134, a network interface
device 138, a haptic output device 140, a sensor 142, a bus
136, and/or a memory 144. These components may be
configured substantially similarly to, and/or include one or
all of the features of, the processor 102, network interface
device 110, haptic output device 118, sensor 130, bus 136,
and/or memory 104, respectively. For example, the haptic
output device 140 may be able to output any of the haptic
effects using any of the techniques described above with
respect to haptic output device 118. In other embodiments,
the case 132 may or may not comprise all of the components
depicted in FIG. 1. For example, in some embodiments, the
case 132 may not comprise the sensor 142 and/or the
memory 144.

In some embodiments, the case 132 is configured to
output one or more haptic effects in response to events
occurring on the computing device 101. For example, the
computing device 101 may be playing a video or outputting
other content. In response to an event occurring in the video,
such as a car crash, the computing device 101 may transmit
one or more signals (e.g., via the network interface device
110) to the case 132. The case 132 may receive the signals
(e.g., viathe network interface device 139) and, based on the
signals, cause the haptic output device 140 to output a haptic
effect. The haptic effect may be configured to simulate the
event occurring in the video, e.g., the car crash.

FIGS. 2A-B show an embodiment of a case 200 for
providing haptic feedback. In the embodiment shown in
FIG. 2A, case 200 is a headset. The case 200 comprises a
housing 202 (e.g., a frame). The housing 202 is configured
to provide structural support to the case 200.

In some embodiments, the housing 202 comprises a
receptacle 224 for receiving a computing device 214. The
receptacle 224 may comprise a gap or opening into which
the computing device 214 can be inserted or positioned. In
such an embodiment, the housing 202 may comprise one or
more flaps 212, 216 for removably coupling the computing
device 214 to the housing 202. For example, to couple the
computing device 214 to the case 200, a user can position the
computing device 214 as shown in FIG. 2A, and pull the
flaps 212, 216 in the direction shown by the dashed arrow
(e.g., and also partially illustrated in FIG. 2B). Thereafter,
the user can attach the flap 216 to a top surface 226 of the
housing 202 via coupling devices 218, 220 (e.g., Velcro™,
screws, bolts, tape, etc.) to secure the computing device 214
to the case 200. To remove the computing device 214 from
the case 200, the user can decouple the coupling devices
218, 220 and lower the flap in a direction opposite to the
direction of the dashed arrow.

In some embodiments, the flap 212 may comprise one or
more holes and/or cutouts so that the flap 212 does not block
a capture area of a camera and/or another sensor of the
computing device 214. For example, the flap 212 may
comprise a hole positioned so that a view area of the camera
of the computing device 214 (e.g., positioned in the back of
the computing device 214) is not impeded. This may enable
the computing device 214 to be used for, e.g., an augmented-
reality experience.
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In some embodiments, the housing 202 comprises addi-
tional or alternative mechanisms for removably coupling the
computing device 214 to the housing 202. For example, the
housing 202 may comprise one or more clamps, bolts,
screws, springs, elastic bands, latches, grooves, and/or other
coupling devices for attaching the computing device 214 to
the housing 202. In some embodiments, after pulling the
flaps 212, 216 in the direction shown by the dashed arrow,
a user may couple another component to the flap 212 to
further secure the flap 212, and thus the computing device
214, in position. For example, the housing 202 may com-
prise a cord (e.g., an elastic band) and/or another component
(e.g., a piece of plastic) configured to be coupled between
surfaces 228a, 228b, and behind the flap 212, to secure the
flap 212 in position.

In some embodiments, the housing 202 may not comprise
the flaps 212, 216. For example, in one embodiment, the
housing 202 may comprise one or more grooves into which
the computing device 214 can be positioned for coupling the
computing device 214 to the housing 202. Additionally or
alternatively, the housing 202 may comprise one or more
clamps or other devices configured to mechanically grasp
the computing device 214 for coupling the computing device
214 to the housing 202. Additionally or alternatively, the
housing 202 may comprise a cord or other component
configured to be coupled between at least two surfaces 228a,
228b of the housing 202. The computing device 214 may be
positioned in the receptacle 224, and then the component
may be coupled to the surfaces 228a, 22856 to secure the
computing device 214 in position. The housing 202 may
comprise any number and combination of coupling devices
for removably coupling the computing device 214 to the
case 200.

Turning now to FIG. 2B, in some embodiments, the case
200 comprises an inner surface 228d, e.g., separating the
user’s face from the computing device 214. The inner
surface 2284 may provide additional structural support to
the case 200. One or more holes 210 can be formed through
the inner surface 228, e.g., to allow a user to view a display
screen of the computing device 214. Alternatively, in some
embodiments, the case 200 may not comprise an inner
surface 228d separating the user’s face from the computing
device 214. In such an embodiment, the case 200 may not
comprise the holes 210.

In some embodiments, the case 200 comprises one or
more interface surfaces 204, 206, 208 configured to contact
a user’s face. For example, the case 200 may comprise an
interface surface 208 configured to provide space for and/or
contact the user’s nose. The case 200 may additionally or
alternatively comprise interface surfaces 204, 206 config-
ured to contact other portions of the user’s face. The
interface surfaces 204, 206, 208 may comprise curvatures to,
e.g., improve comfort and contour the case 200 to the user’s
face.

Further, the case 200 comprises one or more attachment
devices for coupling the case 200 to the user’s head. For
example, the housing 202 may comprise a cord or band
coupled on either end to a surface of the housing 202 (e.g.,
surfaces 228a, 228b) and configured to be wrapped around
a portion of (e.g., the back of) the user’s head.

To use the case 200, the user may couple the computing
device 214 to the case 200, position the case 200 on the
user’s head, and view content (e.g., a video game, a movie,
a video, etc.) output on the display of the computing device
214, e.g., via the holes 210. The user may additionally or
alternatively be able to hear sound output via speakers of the
computing device 214. In some embodiments, the comput-
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ing device 214 may further output haptic effects in response
to events occurring on the mobile device, such as events
associated with the content output on the display. The video,
audio, and/or haptic effects may provide an entertaining
experience to the user.

In some embodiments, the case 200 is configured to
improve or optimize haptic effects output by the computing
device 214. For example, referring back to FIG. 2A, the case
200 may comprise a material 222. The material 222 may
comprise metal, rubber, hard plastic, and/or another stiff
material. Although the material 222 is positioned on an
interior surface 228¢ of the housing 202 in the embodiment
shown in FIG. 2A, in other embodiments, the material 222
may be positioned in additional or alternative areas of the
housing 202. In some embodiments, the stiffness of the
material 222 may more efficiently propagate vibrations (e.g.,
output by the computing device 214 as haptic effects) than
other materials, such as cardboard or soft plastics. Thus,
haptic effects output by the computing device 214 may
propagate more efficiently through the case 200. This may
provide a more realistic and/or satisfying haptic experience
to the user.

In some embodiments, the material 222 is configured to
resonate at a frequency substantially similar to a frequency
of vibrations output by the computing device 214. The
resonance characteristics of the material 222 may amplify
and/or more efficiently propagate vibrations output by the
computing device 214. For example, the material 222 may
be configured to resonate at, and/or efficiently propagate
vibrations with a frequency of, 125 Hz. Thus, 125 Hz
vibrations output by the computing device 214 may be
amplified or more efficiently propagated due to the reso-
nance of the material 222. This amplification may provide a
more intense haptic experience to the user.

In some embodiments, the material 222 is configured to
form an interface between the computing device 214 and the
housing 202. For example, the material 222 can be posi-
tioned for contacting both the housing 202 and the comput-
ing device 214. In one such embodiment, a surface 230 of
the material 222 can be positioned within the receptacle 224
for contacting the computing device 214 when the comput-
ing device 214 is positioned in the receptacle 224. By
contacting (e.g., directly contacting) the computing device
214, the material 222 may more efficiently receive and
propagate haptic effects output by the computing device 214
to the housing 202, and thus to the user.

In some embodiments, the housing 202 is configured to
localize a haptic effect to a particular area of the user’s body.
For example, housing 202 may comprise one or more
dampening materials configured to dampen vibrations (e.g.,
output by the computing device 214). The housing 202 may
also comprise the material 222, which may be configured to
propagate vibrations through the housing 202 to the particu-
lar area of the user’s body. For example, at least a portion of
the material 222 may be positioned for contacting the user’s
forehead and transmitting vibrations to the user’s forehead.
In such an example, the material 222 may allow vibrations
output by the computing device 214 to be transmitted to the
user’s forehead, while the dampening materials may reduce
the amplitude of the vibrations propagating through the
housing 202 to other locations of the user’s head. Thus, the
user may primarily (or only) perceive the vibrations at the
user’s forehead, providing a localized haptic experience.

In some embodiments, the material 222 is positioned to
contact the computing device 214 and an interface surface
(e.g., interface surface 204, 206, 208). For example, the
material 222 may comprise a pin or rod extending through
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the housing 202. A first end of the material 222 may be
configured to contact the computing device 214, and a
second end of the material 222 may be configured to contact
the interface surface (and/or the user). For example, the
second end of the material 222 may comprise a spring-
loaded pin or rod configured to press (e.g., directly press)
against the user’s face. In such an embodiment, the material
222 may form a direct, or substantially direct, transmission
path between the computing device 214 and the user through
which haptic effects, such as vibrations, can propagate. This
may improve the user’s haptic experience. This may also
provide a haptic effect that is localized to a particular area of
the user’s body, for example, a haptic effect that is primarily
(or only) perceivable by the user at the location in which the
material 222 contacts the user’s face.

In some embodiments, the material 222 is positioned to
contact a surface of the computing device 214 associated
with (e.g., proximate to) a haptic output device 232 of the
computing device 214. For example, the material 222 may
be configured to contact a surface of the computing device
214 positioned overtop of (e.g., directly over top of) a haptic
output device 232 disposed within or otherwise coupled to
the computing device 214. By contacting a location close to
where a haptic effect originates from the computing device
214, the material 222 may more efficiently receive haptic
effects output by the computing device 214 and/or propagate
the haptic effects to a user. For example, haptic effects output
by the haptic output device 232 may undergo less damping
and/or distortion (e.g., due to the characteristics of the
computing device 214 and/or the case 200) before being
received by the material 222 and propagated to the user.

In some embodiments, the housing 202 comprises one or
more fastening components 234 configured to firmly grip
and/or couple with the computing device 214 (e.g., to grip
and/or couple to the computing device 214 with an amount
of force above a threshold). A fastening component 234 may
comprise a clamp, screw, spring, bolt, latch, elastic band or
other elastic component, cord, a groove in which the com-
puting device 214 can be positioned, or any combination of
these. In some embodiments, the fastening component 234
may be included within or comprise a coupling device for
removably coupling the computing device 214 to the case
200. The fastening component 234 may be positioned in any
suitable location for firmly gripping and/or coupling the
housing 202 to the computing device 214. The firm grip
and/or coupling can improve the transmission of haptic
effects, such as vibrations, from the computing device 214 to
the housing 202, and thus the user.

In some embodiments, an interface surface (e.g., interface
surfaces 204, 206, 208) of the case 200 is configured to
improve the transmission of haptic effects from the case 200
to the user. For example, referring back to FIG. 2B, an
interface surface 204 may comprise and/or be coupled to a
material 236. The material 236 may comprise a rigid foam,
a hard plastic, a metal, a hard rubber, and/or another rigid
material. The material 236 may be configured to conform to
the contour of the user’s face and/or provide a rigid trans-
mission path through which vibrations can propagate from
the housing 202 to the user. Such rigid materials may more
efficiently propagate haptic effects (e.g., vibrations) than
other materials, such as cardboard or soft plastics. Addition-
ally or alternatively, an interface surface may comprise rigid
components, such as spring-loaded rods or pads, configured
to press against a user’s face and transmit vibrations to the
user. Any number and combination of interface surfaces may
comprise the material 236, rigid components, and/or other
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devices for improving the transmission of haptic effects
from the case 200 to the user.

The embodiment shown in FIGS. 2A-B is merely pro-
vided as an example of a case 200. Other embodiments may
comprise more or fewer components arranged in the same or
different configurations, e.g., for positioning a computing
device 214 in front of a user’s face and/or providing an
enhanced haptic experience.

Iustrative Methods for Providing Haptic Feedback
Via a Case

FIG. 3 is a flow chart of steps for providing haptic
feedback via a case according to an embodiment. In some
embodiments, the steps in FIG. 3 may be implemented in
program code that is executed by a processor, for example,
the processor in a general purpose computer, a mobile
device, or a server. In some embodiments, these steps may
be implemented by a group of processors. In some embodi-
ments one or more steps shown in FIG. 3 may be omitted or
performed in a different order. Similarly, in some embodi-
ments, additional steps not shown in FIG. 3 may also be
performed. The steps below are described with reference to
components shown in FIG. 1.

The method 300 begins at step 302 when a processor 134
of the case 132 receives a signal. The signal may be
associated with a haptic effect, audio, video, and/or other
output from the computing device 101.

In some embodiments, the signal is from a sensor 142. For
example, the computing device 101 may be coupled to the
case 132 and executing a video game. In response to a video
game event, the computing device 101 may output a vibra-
tion. Because the computing device 101 is coupled to the
case 132, the vibration may propagate through the case 132
and be detected by the sensor 142. The sensor 142 may then
transmit sensor signals associated with the vibration to the
processor 134. Further, in some embodiments, the case 132
may determine one or more haptic effects based on the
vibration. For example, the processor 134 may determine
that an amplitude of the vibration is below a desired thresh-
old for providing a particular haptic effect to a user. The
amplitude of the vibration may be below the threshold, e.g.,
due to dampening from a material within the case 132 and/or
computing device 101. Based on the amplitude of the
vibration being below the threshold, the case 132 may output
one or more vibrations via the haptic output device 140 to,
e.g., supplement or replace the haptic effect output by the
computing device 101.

As another example, in some embodiments, the comput-
ing device 101 is outputting a video (e.g., a movie) or other
content. The sensor 142 may comprise a microphone and/or
camera (e.g., oriented toward the computing device 101)
configured to detect and transmit audio data and/or video
data to the processor 134. In some embodiments, the pro-
cessor 134 is configured to analyze audio and/or video data
to determine an event associated with the content, such as a
car zooming down the road in a car-chase scene of the video.
Further, the processor 134 may determine one or more haptic
effects associated with the event and output the haptic effects
via the haptic output device 140. For example, the processor
134 may determine a haptic effect comprising a rumble
sensation configured to, e.g., simulate a car engine, and
cause the rumble sensation to be output via the haptic output
device 140. Thus, in some embodiments, the case 132 can
provide an enhanced haptic experience to the user, e.g., even
if the computing device 101 is not in wired or wireless
communication with the case 132.
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In some embodiments, the signal is transmitted (e.g.,
wirelessly) from the computing device 101. The signal may
be associated with an event occurring on the computing
device 101. For example, the computing device 101 may
output a video. In response to an event occurring in the
video, the computing device 101 may transmit a signal
associated with the event to the case 132. As another
example, the computing device 101 may output a virtual
reality interface comprising virtual buttons, sliders, knobs,
icons, and/or other user interface components. In response to
an event comprising a user interaction with a virtual user
interface component, the computing device 101 may trans-
mit a signal associated with the event to the case 132. The
signal may be configured to cause the case 132 to output a
haptic effect, such as a haptic effect configured to simulate
the event and/or a haptic effect configured to supplement or
replace a haptic effect output by the computing device 101.

The method 300 continues at step 304 when the processor
134 of the case 132 determines a haptic effect based on the
signal. In some embodiments, the processor 134 is config-
ured to access a lookup table stored in memory 144 to map
one or more characteristics of the signal (e.g., the magni-
tude, duration, frequency, waveform, and/or data carried by
the signal) to one or more haptic effects. For example, in the
above embodiment in which the sensor is configured to
detect vibrations output by the computing device 101, the
processor 134 may map one or more characteristics of the
detected vibrations to a particular haptic effect, e.g., to
determine which haptic effect the computing device 101
output. The processor 134 may then map the particular
haptic effect to one or more other haptic effects to output via
the haptic output device 140, e.g., to supplement or replace
the haptic effect output by the computing device 101.

As another example, in the above embodiment in which
the sensor is configured to detect audio and/or video, the
processor 134 may access a lookup table to map one or more
audio and/or image characteristics to a particular haptic
effect. For instance, the processor 134 may map a high-
amplitude sound to a haptic effect comprising, e.g., a high-
magnitude vibration. As another example, the processor 134
may map content of an image, e.g., the presence of a vehicle,
to a particular haptic effect, such as the rumble sensation.

In some embodiments, the processor 134 may apply data
from the signal to one or more algorithms to determine one
or more associated haptic effects. In such an embodiment,
the processor 134 may use an algorithm to determine a
haptic effect based on an amplitude, frequency, duration,
and/or other characteristic of the signal. For example, a
material of the case 132 may dampen vibrations output by
the computing device 101 (e.g., by a known amount) as the
vibrations propagate through the case 132. The sensor 142
may detect the dampened vibrations and transmit an asso-
ciated signal to the processor 134. Based on the signal, the
processor 134 may determine that the amplitude of the
vibrations are below a desired threshold (e.g., due to the
dampening of the vibrations), and determine a haptic effect
configured to correct for the dampened vibrations. The
processor may then cause the haptic effect to be output.

The method 300 continues at step 306 when a processor
134 of the case 132 transmits a haptic signal associated with
the haptic effect. In some embodiments, the processor 134
may access drive signals stored in memory 144 and asso-
ciated with particular haptic effects to determine the haptic
signal. In one embodiment, a haptic signal is generated by
accessing a stored algorithm and inputting parameters asso-
ciated with an effect. For example, in such an embodiment,
an algorithm may output data for use in generating a drive
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signal based on amplitude and frequency parameters. As
another example, a haptic signal may comprise data to be
decoded by the haptic output device 140. For instance, the
haptic output device 140 may itself respond to commands
specifying parameters such as amplitude and frequency.

The method 300 continues at step 308 when a haptic
output device 140 receives the haptic signal and outputs the
haptic effect. The haptic output device 140 may output one
or more haptic effects comprising textures, vibrations,
changes in a perceived coefficient of friction, changes in
temperature, stroking sensations, stinging sensations, and/or
surface deformations (e.g., of a surface of the case 132).

FIG. 4 is a flow chart of steps for providing haptic
feedback via a case according to another embodiment. In
some embodiments, the steps in FIG. 4 may be implemented
in program code that is executed by a processor, for
example, the processor in a general purpose computer, a
mobile device, or a server. In some embodiments, these steps
may be implemented by a group of processors. In some
embodiments one or more steps shown in FIG. 4 may be
omitted or performed in a different order. Similarly, in some
embodiments, additional steps not shown in FIG. 4 may also
be performed. The steps below are described with reference
to components shown in FIG. 1.

The method 400 begins at step 402 when a processor 102
of the computing device 101 receives a sensor signal from
a sensor (e.g., sensor 130 and/or network interface device
110).

In some embodiments, the sensor signal indicates an
attachment status, e.g., whether or not the computing device
101 is attached and/or coupled to the case 132. For example,
the sensor may comprise a button configured to be pressed
when the computing device 101 is coupled to the case 132.
In response to the computing device 101 being coupled to
the case 132, and the button being pressed, the sensor may
transmit a sensor signal indicating the button was pressed.
The computing device 101 can determine, based on the
sensor signal, that the computing device 101 is coupled to
the case 132.

As another example, the sensor may comprise an elec-
trode configured to contact another electrode positioned on
the case 132. The sensor may detect a contact between the
electrodes and transmit an associated sensor signal to the
processor 102. The processor 102 can determine, based on
the sensor signal, that the computing device 101 is coupled
to the case 132.

As still another example, the sensor may comprise a RFID
reader configured to read a RFID tag positioned on the case
132 when the computing device 101 is coupled to the case
132. In response to the computing device 101 being coupled
to the case 132, the sensor may transmit a sensor signal
associated with the RFID tag. The processor 102 can deter-
mine, based on the sensor signal, that the computing device
101 is coupled to the case 132.

As yet another example, the sensor may be configured to
detect an amplitude of a wireless signal (e.g., a Bluetooth or
radio signal) communicated between the computing device
101 and the case 132. The sensor may transmit a sensor
signal associated with the amplitude of the wireless signal to
the processor 102. In response to the amplitude exceeding a
threshold, processor 102 may determine that the computing
device 101 is coupled to the case 132. Any number and
combination of sensors and/or sensor signals can be used to
determine whether the computing device 101 is coupled to
the case 132.

The method 400 continues at step 404 when the processor
102 of the computing device 101 determines a characteristic
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of the case 132. The processor 102 of the computing device
101 may determine the characteristic of the case 132 based
at least in part on the sensor signal. The characteristic may
comprise, for example, a model, manufacturer, hardware
component (e.g., a type of haptic output device 140 that the
case 132 has), a location of a hardware component (e.g., a
location of a haptic output device 140 within or on the case
132), a software component (e.g., haptic software of the case
132), a location on a user’s body in which the haptic output
device 140 is configured to output a haptic effect, an
attachment status, and/or another feature of the case 132.

In some embodiments, the processor 102 determines the
characteristic of the case 132 via a lookup table. For
example, the processor 102 may access a lookup table and
map a particular RFID tag associated with a particular case
132 to a model, manufacturer, and/or other characteristic of
the case 132.

In some embodiments, the processor 102 determines the
characteristic of the case 132 via user input. For example,
the sensor may comprise a touch sensor 108 and the sensor
signal may comprise user input indicating a model, manu-
facturer, an attachment status, and/or other characteristic of
the case 132. The processor 102 may determine the model,
manufacturer, attachment status, and/or other characteristic
of the case 132 based on the user input.

In some embodiments, the processor 102 determines the
characteristic of the case 132 via one or more images of the
case 132. For example, a user may orient a camera of the
computing device 101 toward the case 132 and use the
computing device 101 to take a picture of the case 132. The
processor 102 may analyze the picture and determine, based
on the picture, the model, manufacturer, and/or other char-
acteristic of the case 132. Any number and combination of
techniques can be used to determine the characteristic of the
case 132.

In some embodiments, the processor 102 determines a
characteristic comprising an attachment status or a proxim-
ity to the case 132. For example, the processor 102 may
determine that the computing device 101 is coupled to the
case 132 based at least in part on a button being pressed, a
contact between electrodes occurring, an amplitude of a
wireless communication exceeding a threshold, a RFID tag
characteristic, or any combination of these. As another
example, the processor 102 can determine that the comput-
ing device 101 is approaching the case 132 or proximate to
the case 132 based on an amplitude of a wireless commu-
nication exceeding a threshold and/or a detection of a RFID
tag proximate to the computing device 101.

In some embodiments, the case 132 can additionally or
alternatively use any of the methods discussed above, e.g.,
with respect to block 402, for determining an attachment
status. For example, the case 132 may comprise a button
configured to be pressed when the computing device 101 is
coupled to the case 132. In response to detecting that the
button is pressed, the case 132 may determine that the
computing device 101 is coupled to the case 132. In some
embodiments, the case 132 may transmit a wired or wireless
signal to the computing device 101 associated with the
attachment status. The computing device 101 may deter-
mine, based on the signal, the attachment status.

The method 400 continues at step 406 when the processor
102 of the computing device 101 determines a haptic effect.
In some embodiments, the processor 102 can determine the
haptic effect using any of the methods discussed above with
respect to step 304 of FIG. 3.

In some embodiments, the processor 102 is configured to
determine a characteristic of the haptic effect based at least
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in part on the characteristic of the case 132. The character-
istic of the haptic effect may comprise a type, location (e.g.,
on the user’s body to which to output the haptic effect),
duration, waveform, and/or trigger for the haptic effect.

For example, in some embodiments, the computing
device 101 may execute a video game in which the user can
control a virtual avatar. In response to determining an
attachment status indicating that the computing device 101
is not coupled to the case 132 (e.g., is in the user’s hands),
the computing device 101 may output haptic effects in
response to a first set of video game events, such as video
game events that are not associated with the virtual avatar’s
head. For example, the computing device 101 may output
haptic effects in virtual gunshots to the virtual avatar’s chest
and/or firing a virtual weapon. In response to determining an
attachment status indicating that the computing device 101
is coupled to the case 132 (e.g., a headset), the computing
device 101 may output haptic effects in response to a second
set of video game events, such as those associated with the
virtual avatar’s head and/or face. For example, the comput-
ing device 101 may output haptic effects in response to the
virtual avatar getting shot in the head, and/or the user’s
virtual character bumping his head on the ceiling while
jumping. Thus, in some embodiments, the computing device
101 may change the events that trigger haptic effects based
on whether or not the computing device 101 is coupled to the
case 132 (e.g., the attachment status). This may provide a
more realistic haptic experience, e.g., because the haptic
effects that are output may be tailored based on whether the
computing device 101 is in the user’s hands or coupled to
another body part of the user.

In some embodiments, the computing device 101 deter-
mines that the case 132 is associated with a particular model
and/or manufacturer. The computing device 101 may deter-
mine a haptic effect based on the model and/or manufacturer.
For example, that computing device 101 may determine that
the model of case 132 does not include a certain type of
haptic output device necessary to output a particular haptic
effect. Thus, the computing device 101 may determine an
alternative haptic effect, or no haptic effect at all.

In some embodiments, the computing device 101 may
further determine one or more physical properties of the case
132 based at least in part on the characteristic of the case
132. The physical properties may comprise a material
included within the case 132, a vibration-propagation char-
acteristic (e.g., a physical model or transfer function) of the
case 132, and/or another physical property. The computing
device 101 may determine a haptic effect based on the one
or more physical properties. For example, the computing
device 101 may determine that the case 132 comprises a soft
material that, e.g., substantially dampens vibrations propa-
gating through the case 132. Based on this determination,
computing device 101 may determine a haptic effect com-
prising, e.g., an increased amplitude. The increased ampli-
tude may compensate for the dampening of the vibrations.
Thus, in some embodiments, the computing device 101 can
produce different haptic effects based on different models,
manufacturers, physical characteristics, and/or other prop-
erties of the case 132.

In some embodiments, the computing device 101 is
configured to determine a characteristic of a haptic effect
based at least in part on a position of a haptic output device
140 of the case 132. For example, the computing device 101
may determine (e.g., based on a model, manufacturer, and/or
other characteristic of the case 132) that a haptic output
device 140 of the case 132 is configured to output haptic
effects to a particular location on the user’s body. Thus, the
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computing device 101 may determine a haptic effect should
be output via the haptic output device 140 in response to an
event associated with that location. For example, the com-
puting device 101 may play a movie. And the haptic output
device 140 of the case 132 may be configured to output
haptic effects to a user’s forehead. In response to a movie
event comprising a movie character getting slapped in the
forehead, the computing device 101 may cause the haptic
output device 140 to output a haptic effect. In response to
other movie events not associated with the forehead, the
computing device 101 may use other haptic output devices
(e.g., haptic output device 118) to output haptic effects, or
may not output haptic effects at all. Thus, some embodi-
ments may avoid outputting haptic effects that would be
misleading or unrealistic to a user if output by the haptic
output device 140, such as a haptic effect in response to a
movie character being hit in the back of the head.

In some embodiments, the computing device 101 is
configured to determine a characteristic of a haptic effect
based at least in part on a proximity of the computing device
101 to the case 132 and/or a characteristic of a receptacle of
the case 132. For example, the case 132 may comprise a
receptacle with a curvature and/or other shape that the
computing device 101 must conform to in order to couple
with the case 132. In such an example, the computing device
101 may determine a haptic effect configured to deform the
shape of the computing device 101 so that the computing
device 101 can fit into the receptacle. For instance, the
computing device 101 may determine a haptic effect con-
figured to deform the computing device 101 into a curved
shape that mimics a curvature of the receptacle.

In some embodiments, the computing device 101 deter-
mines a haptic effect based at least in part on an event. An
event, as used herein, is any interaction, action, collision, or
other event which occurs during operation of the computing
device 101 which can potentially comprise an associated
haptic effect. In some embodiments, an event may comprise
user input or user interaction (e.g., a button press, manipu-
lating a joystick, interacting with a touch-sensitive surface,
tilting or orienting the computing device 101, positioning or
performing a gesture with a user’s hand, finger, and/or other
body part in real space), a system status (e.g., low battery,
low memory, or a system notification, such as a notification
generated based on the system receiving an incoming call),
sending data (e.g., sending an e-mail), receiving data (e.g.,
receiving a text message), performing a function using the
computing device 101 (e.g., placing or receiving a phone
call), or a program event (e.g., if the program is a game, a
program event may comprise explosions, gunshots, colli-
sions, interactions between game characters, advancing to a
new level, or driving over bumpy terrain).

The method 400 continues at step 408 when the processor
102 of the computing device 101 transmits a signal to output
the haptic effect. The processor 102 can use any of the
methods described above, e.g., with respect to step 306 of
FIG. 3, to determine and/or transmit the signal.

In some embodiments, the processor 102 transmits a
haptic signal to the haptic output device 118 to output the
haptic effect. Additionally or alternatively, the processor 102
may transmit a signal (via a wired or wireless interface) to
the case 132 configured to cause the case 132 to output the
haptic effect and/or a different haptic effect.

The method 400 continues at step 410 when the haptic
output device 118 and/or the haptic output device 140
receives the signal and outputs the haptic effect. The haptic
effect may comprise any of the haptic effects described
above, e.g., with respect to step 308 of FIG. 3.
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In some embodiments, the haptic output device 118
and/or 140 can output a haptic effect by deforming in shape.
For example, as shown in FIG. 5, a computing device 502
is positioned within and removably coupled to a case 500
such that, e.g., a display 504 of the computing device 502 is
oriented for viewing by a user. A haptic output device of the
computing device 502 may output a haptic effect to the user
by, e.g., causing a portion of the computing device 502 to
deform. For example, the haptic output device may output
the haptic effect by causing a corner 5064 of the computing
device 502 to bend in the direction shown by the dashed
arrow. As the portion of the computing device 502 deforms,
the computing device 502 may apply force to a correspond-
ing portion of the case 500, such as a housing, pin, rod,
bladder, and/or other component of the case 500. The
component may be configured to transfer the force applied
by the computing device 502 to the user. For example, the
component may move and/or apply force to an interface
surface 510 of the case 500 in response to the force from the
computing device 502. This may cause at least a portion of
the interface surface 510 to also deform in shape and/or
apply force to the user. For example, the bending of the
corner 5064 of the computing device 502 may apply force to
the case 500, causing a corresponding portion 508a of the
interface surface 510 to deform in shape and/or apply force
to the user. The user may perceive the deformation and/or
force as a haptic effect.

In some embodiments, the computing device 502 can
subsequently return to an un-deformed state (e.g., by bend-
ing the corner 5064 back to a planar shape). This can remove
force from the case 500, allowing the case 500 to also return
to an un-deformed state. The user may perceive this return
to an un-deformed state and/or lessening of force as a haptic
effect.

In some embodiments, the computing device 502 can
bend, twist, flex, and/or otherwise deform in multiple loca-
tions in sequence or in concert to output haptic effects to the
user. For example, both ends of the computing device 502
can bend in the directions shown by the arrows, thereby
causing multiple portions 508a, 5085 of the interface surface
510 to deform in shape. This may cause the portions 508a,
5085 of the interface surface 510 to apply forces to multiple
locations on the user, e.g., multiple locations around the
user’s face. A user may perceive the forces as one or more
haptic effects.

In some embodiments, a haptic output device of the case
500 can output deformation haptic effects. For example, the
case 500 may actuate a haptic output device to cause
portions of the interface surface 510 (e.g., portions 508a,
508b) to deform in shape. This deformation may apply force
to one or more locations on the user, which the user may
perceive as one or more haptic effects.

In some embodiments, deformations in the computing
device 502, particularly the display 504, may cause images
output on the display 504 to appear deformed and/or warped
to the user. Some embodiments can counteract or account for
the deformation and/or warping of the images, as described
in greater detail below.

FIG. 6 is a flow chart of steps for providing haptic
feedback via a case according to another embodiment. In
some embodiments, the steps in FIG. 6 may be implemented
in program code that is executed by a processor, for
example, the processor in a general purpose computer, a
mobile device, or a server. In some embodiments, these steps
may be implemented by a group of processors. In some
embodiments one or more steps shown in FIG. 6 may be
omitted or performed in a different order. Similarly, in some
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embodiments, additional steps not shown in FIG. 6 may also
be performed. The steps below are described with reference
to components shown in FIG. 1.

The method 600 begins at step 602 when a processor 102
of the computing device 101 receives a sensor signal from
a sensor 130 (e.g., a strain gauge). For example, the com-
puting device 101 may output one or more deformation
haptic effects in response to one or more events. The
deformation haptic effect may cause the computing device
101 to bend or flex. The sensor 130 may detect the bending
or flexing and transmit one or more associated sensor signals
to the processor 102.

The method 600 continues at step 604 when the processor
102 of the computing device 101 determines a deformation
of the computing device 101 (e.g., an amount of bend in the
computing device 101). In some embodiments, the processor
102 determines the deformation based at least in part on the
sensor signal. For example, the processor 102 may map
characteristics of the sensor signals (e.g., an amount of strain
indicated by the sensor signals) to a particular deformation
of'the computing device 101 via a lookup table. Additionally
or alternatively, the processor 102 may use one or more
algorithms to determine a deformation of the computing
device 101 based on sensor signals from the sensor 130. For
example, the processor 102 may use an algorithm to deter-
mine a particular deformation of the computing device 101
based on an amount of strain detected by the sensor 130.

In some embodiments, the processor 102 determines the
deformation based at least in part on a previously-output
haptic effect. For example, the processor 102 may determine
that a haptic effect comprising a deformation with particular
characteristics was previously output. Based on the haptic
effect, the processor 102 may determine the computing
device 101 is deformed according to the particular charac-
teristics.

The method 600 continues at step 606 when the processor
102 of the computing device 101 modifies an image output
on a display 150 based on the deformation. The processor
102 may alter the image to counteract, account for, and/or
otherwise reduce the impact of deformations in the comput-
ing device 101 on the image.

For example, in some embodiments, the computing
device 101 may output, via display 150, a movie in which a
character puts on goggles to go snorkeling. In response to
the character putting on the goggles, the computing device
101 may output a haptic effect configured to simulate
wearing goggles. For example, the outer perimeter of the
computing device 101 may bend toward the user, thereby
applying force to corresponding portions of the case 132,
which in turn may apply force to the perimeter of the user’s
face (e.g., when the case 132 is a headset). The user may
perceive the force around the perimeter of the user’s face
similarly to the force of goggles on the user’s face. But, in
such an embodiment, the curvature and/or bend of the
computing device 101 may distort images output on the
display 150. This may impact the ability of the user to view
the remainder of the movie. In some embodiments, the
processor 102 can determine, based on sensor signals from
the sensor 130, a curvature in the computing device 101
and/or other characteristics of the deformation. The proces-
sor 102 can then modify the image to reduce the impact of
the curvature and/or other characteristics of the deformation
on images output by the display 150.

Additional Embodiments

FIG. 7 shows another embodiment of a case 700 (e.g., a
headset) for providing haptic feedback according to another
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embodiment. The case 700 and/or computing device 704
may comprise one or more features, or be configured accord-
ing to one or more embodiments, discussed above with
respect to FIGS. 1-6. For example, the case 700 may
comprise one or more materials or devices configured to
improve or optimize the transmission of vibrations through
the case 700.

The case 700 comprises one or more attachment devices
702, e.g., for coupling the case 700 to the user’s body (e.g.,
the user’s head). An attachment device 702 may comprise
any of the attachment devices described with respect to
FIGS. 2A-B. For instance, the attachment device 702 may
comprise a strap or band configured to wrap around the
user’s head. The case 700 also comprises one or more
coupling devices 708 for removably coupling the computing
device 214 to the housing 202. A coupling device 708 may
comprise any of the coupling devices described with respect
to FIGS. 2A-B. For instance, the attachment device 702 may
comprise one or more clamps or elastic bands.

In the embodiment shown in FIG. 7, the case 700 is
configured to position the computing device 704 proximate
to a user’s ear. This may allow a user to perceive audio
output by the computing device 704. In alternative embodi-
ments, the case 700 is configured to position the computing
device 706 elsewhere around the user’s head.

In some embodiments, the case 700 and/or computing
device 704 outputs haptic effects to a portion of the user’s
head proximate to the location of the computing device 704.
For example, in the embodiment shown in FIG. 7, the case
700 and/or computing device 704 may output haptic effects
proximate to the user’s ear. The haptic effects may corre-
spond to or otherwise be associated with, e.g., audio events,
game events, and/or other events occurring on the comput-
ing device 704. For example, the computing device 704
and/or case 700 may output a haptic effect in response to a
virtual object in a video game contacting the ear of the user’s
virtual character. By outputting a haptic effect associated
with the virtual character’s ear proximate to the user’s ear,
the user may perceive a more realistic haptic experience.

In some embodiments, the case 700 is additionally or
alternatively configured to couple with, and/or output haptic
effects to, another portion of the user’s body (e.g., the user’s
leg, arm, shoulder, back, chest, and/or foot). For example,
the case 700 may comprise one or more attachment devices
702 configured to couple the case 700 to the user’s arm. In
such an embodiment, the case 700 and/or computing device
704 may output haptic effects to the user’s arm. For
example, the computing device 704 and/or case 700 may
output a haptic effect to the user’s arm in response to a
virtual object in a video game contacting the arm of the
user’s virtual character. This may provide a more realistic
haptic experience to the user.

Advantages of Providing Haptic Feedback Via a
Case

There are numerous advantages to providing haptic feed-
back via a case. For example, some embodiments may allow
computing devices (e.g., mobile devices) that are otherwise
unable to output haptic feedback to output haptic feedback
via the case. As another example, embodiments in which the
case is a headset may provide a cheaper alternative than
purchasing a dedicated virtual-reality headset. For instance,
a user may be able to couple the user’s existing mobile
device to a headset constructed from cheap materials, such
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as cardboard, to create a virtual-reality headset. This may be
significantly cheaper than, for example, purchasing a dedi-
cated virtual-reality headset.

Some embodiments may provide a more realistic haptic
experience for the user. For example, the computing device
may cause the case to output haptic effects in response to
video game events associated with a body part proximate to
the case. The user may perceive the haptic effects as a more
realistic simulation of the video game events than, e.g., if the
haptic effects were output by the computing device itself.

Some embodiments may provide an enhanced haptic
experience for the user. For example, the case may be
constructed from one or more materials configured to
amplify and/or more efficiently propagate haptic effects
than, e.g., existing cases. Additionally or alternatively, the
case may more firmly grip the computing device than, e.g.,
existing cases. This may allow haptic effects output by the
computing device to more efficiently be transferred to the
user, resulting in an improved haptic experience.

General Considerations

The methods, systems, and devices discussed above are
examples. Various configurations may omit, substitute, or
add various procedures or components as appropriate. For
instance, in alternative configurations, the methods may be
performed in an order different from that described, and/or
various stages may be added, omitted, and/or combined.
Also, features described with respect to certain configura-
tions may be combined in various other configurations.
Different aspects and elements of the configurations may be
combined in a similar manner. Also, technology evolves
and, thus, many of the elements are examples and do not
limit the scope of the disclosure or claims.

Specific details are given in the description to provide a
thorough understanding of example configurations (includ-
ing implementations). However, configurations may be
practiced without these specific details. For example, well-
known circuits, processes, algorithms, structures, and tech-
niques have been shown without unnecessary detail in order
to avoid obscuring the configurations. This description pro-
vides example configurations only, and does not limit the
scope, applicability, or configurations of the claims. Rather,
the preceding description of the configurations will provide
those skilled in the art with an enabling description for
implementing described techniques. Various changes may
be made in the function and arrangement of elements
without departing from the spirit or scope of the disclosure.

Also, configurations may be described as a process that is
depicted as a flow diagram or block diagram. Although each
may describe the operations as a sequential process, many of
the operations can be performed in parallel or concurrently.
In addition, the order of the operations may be rearranged.
A process may have additional steps not included in the
figure. Furthermore, examples of the methods may be imple-
mented by hardware, software, firmware, middleware,
microcode, hardware description languages, or any combi-
nation thereof. When implemented in software, firmware,
middleware, or microcode, the program code or code seg-
ments to perform the necessary tasks may be stored in a
non-transitory computer-readable medium such as a storage
medium. Processors may perform the described tasks.

Having described several example configurations, various
modifications, alternative constructions, and equivalents
may be used without departing from the spirit of the dis-
closure. For example, the above elements may be compo-
nents of a larger system, wherein other rules may take
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precedence over or otherwise modify the application of the
invention. Also, a number of steps may be undertaken
before, during, or after the above elements are considered.
Accordingly, the above description does not bound the scope
of the claims.

The use of “adapted to” or “configured to” herein is meant
as open and inclusive language that does not foreclose
devices adapted to or configured to perform additional tasks
or steps. Additionally, the use of “based on” is meant to be
open and inclusive, in that a process, step, calculation, or
other action “based on” one or more recited conditions or
values may, in practice, be based on additional conditions or
values beyond those recited. Headings, lists, and numbering
included herein are for ease of explanation only and are not
meant to be limiting.

Embodiments in accordance with aspects of the present
subject matter can be implemented in digital electronic
circuitry, in computer hardware, firmware, software, or in
combinations of the preceding. In one embodiment, a com-
puter may comprise a processor or processors. The processor
comprises or has access to a computer-readable medium,
such as a random access memory (RAM) coupled to the
processor. The processor executes computer-executable pro-
gram instructions stored in memory, such as executing one
or more computer programs including a sensor sampling
routine, selection routines, and other routines to perform the
methods described above.

Such processors may comprise a microprocessor, a digital
signal processor (DSP), an application-specific integrated
circuit (ASIC), field programmable gate arrays (FPGAs),
and state machines. Such processors may further comprise
programmable electronic devices such as PLCs, program-
mable interrupt controllers (PICs), programmable logic
devices (PLDs), programmable read-only memories
(PROMs), electronically programmable read-only memories
(EPROMs or EEPROMSs), or other similar devices.

Such processors may comprise, or may be in communi-
cation with, media, for example tangible computer-readable
media, that may store instructions that, when executed by
the processor, can cause the processor to perform the steps
described herein as carried out, or assisted, by a processor.
Embodiments of computer-readable media may comprise,
but are not limited to, all electronic, optical, magnetic, or
other storage devices capable of providing a processor, such
as the processor in a web server, with computer-readable
instructions. Other examples of media comprise, but are not
limited to, a floppy disk, CD-ROM, magnetic disk, memory
chip, ROM, RAM, ASIC, configured processor, all optical
media, all magnetic tape or other magnetic media, or any
other medium from which a computer processor can read.
Also, various other devices may comprise computer-read-
able media, such as a router, private or public network, or
other transmission device. The processor, and the process-
ing, described may be in one or more structures, and may be
dispersed through one or more structures. The processor
may comprise code for carrying out one or more of the
methods (or parts of methods) described herein.

While the present subject matter has been described in
detail with respect to specific embodiments thereof, it will be
appreciated that those skilled in the art, upon attaining an
understanding of the foregoing may readily produce altera-
tions to, variations of, and equivalents to such embodiments.
Accordingly, it should be understood that the present dis-
closure has been presented for purposes of example rather
than limitation, and does not preclude inclusion of such
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modifications, variations and/or additions to the present
subject matter as would be readily apparent to one of
ordinary skill in the art.

What is claimed:

1. A system comprising:

a case configured to mechanically couple with a mobile
device and position the mobile device such that the
mobile device serves as a display for the case;

a sensor configured to detect an output from the mobile
device and transmit a sensor signal associated with the
output from the mobile device;

a processor coupled to the case and configured to:
receive the sensor signal;
generate a haptic signal based at least in part on a

characteristic of the case and the sensor signal from
the sensor; and
transmit the haptic signal; and

a haptic output device in communication with the pro-
cessor and configured to receive the haptic signal and
output a haptic effect in response to the haptic signal.

2. The system of claim 1, wherein the case comprises a
material positioned to contact the mobile device and trans-
mit vibrations from the mobile device to a housing of the
case, the material configured to resonate at a frequency of
the vibrations.

3. The system of claim 1, wherein the case comprises a
material configured to contact a surface of the mobile device
and extend through a housing of the case to an interface of
the case that is configured to contact a user’s body, the
material comprising metal or hard plastic.

4. The system of claim 3, wherein the material comprises
a spring, rod, or pin, and wherein a first end of the material
is configured to contact the surface of the mobile device and
a second end of the material is configured to contact the
user’s body.

5. The system of claim 4, wherein the material is config-
ured to contact a location on the surface of the mobile device
that is positioned proximate to a haptic actuator disposed
within the mobile device.

6. The system of claim 1, wherein the case includes a
fastening component configured to grip the mobile device
with an amount of force above a threshold, the fastening
component comprising a screw, spring, groove, or elastic
band.

7. The system of claim 1, wherein the sensor is positioned
on the case, and wherein the characteristic of the case is an
attachment status between the mobile device and the case.

8. The system of claim 1, wherein the processor is
positioned on the case, the haptic output device is positioned
on the case, and the sensor comprises an accelerometer.

9. The system of claim 1, wherein the output is audio or
video output from the mobile device, the sensor is config-
ured to detect the audio or video output from the mobile
device, the sensor signal is associated with the audio or
video output.

10. The system of claim 1, wherein the case comprises a
wearable device configured to be worn.

11. The system of claim 10, wherein the case comprises
a headset.

12. The system of claim 1, wherein the haptic effect is
configured to be localized to a particular portion of a user’s
head.

13. A mobile device comprising:

a housing;

a display coupled to the housing;

a memory; and
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a processor in communication with the memory and the
display, the processor disposed within the housing and
configured to:
receive a sensor signal from a sensor;
determine a characteristic of a case based on the sensor
signal, wherein the case is a headset configured to
mechanically couple with the mobile device and
position the mobile device such that the mobile
device serves as a display for the headset;

determine a haptic effect using the characteristic of the
case; and

cause the haptic effect to be output by a haptic output
device.

14. The mobile device of claim 13, wherein the charac-
teristic of the case comprises an attachment status between
the mobile device and the case.

15. The mobile device of claim 13, wherein the charac-
teristic comprises a model, manufacturer, hardware compo-
nent, or software component of the case.

16. The mobile device of claim 13, wherein the charac-
teristic comprises a location on a body part to which the case
is configured to output the haptic effect.

17. The mobile device of claim 13, further comprising the
sensor and the haptic output device.

18. The mobile device of claim 17, wherein the sensor
comprises a first sensor and the sensor signal comprises a
first sensor signal, and further comprising a second sensor,
wherein the processor is further configured to:

receive a second sensor signal from the second sensor;

determine an amount of bend present in the mobile device
based on the second sensor signal; and

modify an image output on the display of the mobile
device based on the amount of bend present in the
mobile device.

19. The mobile device of claim 13, wherein the haptic
effect comprises a deformation haptic effect configured to
cause the mobile device to bend.

20. A method comprising:

receiving, by a mobile device, a sensor signal from a
sensor;

determining, by the mobile device, a characteristic of a
case based on the sensor signal, wherein the case is a
headset configured to mechanically couple with the
mobile device and position the mobile device such that
the mobile device serves as a display for the headset;

determining, by the mobile device, a haptic effect using
the characteristic of the case; and

causing, by the mobile device, the haptic effect to be
output by a haptic output device.

21. The method of claim 20, wherein the characteristic
comprises an attachment status between the mobile device
and the case.

22. The method of claim 20, further comprising:

outputting the haptic effect to a location on a user’s body
by causing the mobile device to bend in an amount
configured to apply a force to the case, the force
configured to cause a portion of the case to deform and
contact the location on the user’s body.

23. The method of claim 20, wherein the sensor comprises
a first sensor and the sensor signal comprises a first sensor
signal, and further comprising:

receiving a second sensor signal from a second sensor;

determining an amount of bend present in the mobile
device based on the second sensor signal; and

modifying an image output on a display of the mobile
device based on the amount of bend present in the
mobile device.
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24. A non-transitory computer-readable medium compris-
ing program code, which when executed by a processor of
a mobile device is configured to cause the processor to:

receive a sensor signal from a sensor;

determine a characteristic of a case based on the sensor

signal, wherein the case is a headset configured to
mechanically couple with the mobile device and posi-
tion the mobile device such that the mobile device
serves as a display for the headset;

determine a haptic effect using the characteristic of the

case; and

cause the haptic effect to be output by a haptic output

device.

25. The non-transitory computer-readable medium of
claim 24, wherein the characteristic comprises an attach-
ment status between the mobile device and the case.

26. The non-transitory computer-readable medium of
claim 24, further comprising program code which when
executed by the processor is configured to cause the pro-
cessor to:
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cause the haptic effect to be output to a specific location
on a user’s body by causing the haptic output device to
bend in an amount configured to apply a force to the
case, the force configured to cause a portion of the case
to deform and contact the specific location on the user’s
body.

27. The non-transitory computer-readable medium of
claim 24, wherein the sensor comprises a first sensor and the
sensor signal comprises a first sensor signal, and further
comprising program code which when executed by the
processor is configured to cause the processor to:

receive a second sensor signal from a second sensor;

determine an amount of bend present in the mobile device
based on the second sensor signal; and

modify an image output on a display of the mobile device
based on the amount of bend present in the mobile
device.



